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Context

AlJ Special issue: 17 papers, published 03/2017

Related events:

- Dagstuhl 11201 (2011): Constraint Programming meets Machine
Learning and Data Mining

- ECAI 2012 workshop CoCoMile
- AAAI 2013 workshop CoCoMile
- Dagstuhl 14411 (2014): Constraints, Optimization and Data

Similar in spirit:
- Euro working group on Data Science meets Opt. (ds-0.0rg)
- CP 2017 track on CP & Machine Learning
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Combinatorial problem  Extracting regularities

solving from data
e constraint e repeating patterns
satisfaction/enumeration

 function that
e constraint optimisation discriminates classes

e function that estimates a
value



Combinatorial problem  Extracting regularities

solving from data

e constraints and « often is combinatorial
objectives are functions optimisation

e search generates data + more side constraints

(in pattern mining, clustering,
Bayesian networks)

+ more structure
(in structured output
prediction)



AlJ special iIssue topics:

1) Constraint Solving for ML & DM

2) ML & DM for Constraint Solving



Constraint Solving for ML & DM
S EE

Constraint-based itemset mining

Find all frequent sets of items in a dataset

 Modeling language for constrained itemset mining

* Top-k SAT, for constrained itemsets and seguences

e Pareto front, equivalences and DynCSP



Constraint Solving for ML & DM

Constrained clustering — | ‘\</ )
Find a partitioning based on similarity .27
) CentrOid_based (like k-meanS), CP Minimizaion of the sumof cissimiariies Minimizationo\f/\}gesgum; qqqqqq i

* Hierarchical clustering, MIP

e Correlation clustering, MaxSAT



Constraint Solving for ML & DM

ML with hard constraints

Find 7, f(X) approximates y for given (X,y) data

Structured X or structured y: adds structural constraints

 Predict structured output from structured input, OptSMT

« Sampling predictive structures, by learning quality function



Constraint Solving for ML & DM

ML with hard constraints

Find f, f{(X) approximates y for given (X,y) data

Learning with side-constraints

« Kernel machines and logical constraints between predicates

» Bayesian Networks, with partial data and known
equivalences therein.



Constraint Solving for ML & DM

ML with hard constraints

Find 7, f(X) approximates y for given (X,y) data

Learning as constrained optimisation

» Learn structure of Bayesian Network with MIP

» Use relational LP for linear learning problems



ML & DM for Constraint Solving

Learning to solve better

e Automatic Construction of Parallel Portfolios via Algorithm
Configuration

e Algorithm Recommender System. Application to Algorithm
Portfolio Selection



ML & DM for Constraint Solving

Learning better models

Learning constraints

« Constraint Acquisition

Learning objective functions
* Learn NN/DT, use in CP,LS,MINLP,SMT

e Learn DT/RT, use in MIP



Overview

— Constraint Solving for ML & DM

- Constraint-based itemset mining
- Constrained clustering

- ML with hard constraints
e structured input/output
 side-constraints
* with constraint solver

— ML & DM for Constraint Solving

- Learning to solve better
- Learning to model better (constraints and objectives)



Trends?

In constrained pattern mining and clustering:

Typical problems:

- Discrete problems

- With additional, complex, side-constraints

- Worthwhile to enumerate all solutions or find a near-optimal one

 Model classic setting so that additional constrains can be
added

Global constraints!
Novel problem settings (too hard to write algo from scratch)



Trends?

In the machine learning papers:

« Additional constraints that are:
- Hard
- Not relaxable
- Qver discrete structures

e Some use a solver, some don't
* Harder to keep track of (different focus)



Trends?

Learning for solving

* Most mature topic

 Known under many names in diff. communities!
— Algorithm selection/configuration [CP, SAT]
- Hyperparameter Optimisation [ML]
- Black box optimisation
- Reinforcement learning...

All are advancing very rapidly and with moderately
Increasing interaction



Trends?

Learning constraints and objectives

Many open questions:
* hard/soft constraints?
 error/uncertainty of predictions?

» function complexity vs solving complexity?
(c.f. tractable learning in ML)



Outlook

* More structured problems in ML/DM

* More uncertainty in combinatorial problems
(from the problem domain or learned functions)

* More reinforcement learning everywhere
(sequential decision making under uncertainty)



