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Abstract. We describe a method for discovering and proving generic
instance-independent invariants linking together several characteristics
of an integer sequence; generic invariants are independent of the inte-
ger values used in the sequence, but are possibly parameterised by the
sequence size. Conjunctions of time-series constraints on the same se-
quence serve as a test case: (1) Experiments show that learning from
small sequence sizes still allows identifying most generic invariants of
bigger sequences; (2) Experiments also indicate that the discovered in-
variants speed up, both, the proof of infeasibility, and more surprisingly,
the generation of solutions for a conjunction of time-series constraints on
a common sequence.

1 Introduction

While artificial intelligence has considered from its very beginning the possibility
to automate the process of scientific discovery [22], relatively little work has been
carried out in this area [24]. One of the main reasons for this situation is that
scientific discovery not only needs to establish conjectures, but also requires to
prove or to invalidate (and fix) them. While the human process to deal with
proofs and refutation has been analysed in the context of mathematics [21],
most computer science work has focused on the first part, namely generating
conjectures both for specific domains like graph theory [16], or for more general
domains [13,23]. The main reason is that the proof part is a key bottleneck,
as it is much more challenging to automate as already observed in [10], even if
programs that could prove theorems in propositional or first order logic already
exist since the fifties [26]. Nowadays there is a renewed interest in proof assistants
like Isabelle [27] or Coq [12]; nevertheless such assistants still require describing
and formalising a proof based on human insight, which is typically demanding
for proving or invalidating a large set of conjectures. More recently, both in the
context of circuit design and program verification, mining Boolean expressions,
and Boolean combinations of numerical inequalities were respectively done in [15]
and [20]. The later uses a theorem prover to verify the proposed invariants.
Another strand of research in automated proving is mining of useful lemmas
from a database of lemmas, that can be further used for speeding up automated



proving of theorems [18,17]. In the context of CP, declarative frameworks have
been proposed for describing propagators, going back to the work on cc(FD)
of [28] to the more recent work of [25]. But in all these approaches, propagators
had to be conceived by humans and were restricted to one single constraint.

Our contribution is a methodology for functional constraints on integer se-
quences [6], which both proposes conjectures and proves them automatically
by using constant-size automata, i.e. automata whose size is independent both
from the sequence size and from the values in the sequence. A functional con-
straint is imposed on an integer sequence X and an integer variable R, which is
functionally determined by X . For a conjunction of two functional constraints
γ1(X , R1) and γ2(X , R2) imposed on the same sequence of n integer variables
X , our method describes sets of infeasible result values pairs for (R1, R2). Each
set of infeasible pairs is described by a formula fi(R1, R2, n) expressed as a con-
junction C1

i ∧ C2
i ∧ . . . ∧ Cki

i of elementary conditions Cj
i between R1,

R2 and n. The learned Boolean function f1 ∨ f2 ∨ · · · ∨ fm represents a set of
infeasible pairs (R1, R2), while its negation ¬f1 ∧ ¬f2 ∧ · · · ∧ ¬fm corresponds
to an implied constraint, which is a universally true Boolean formula, namely

∀X , γ1(X , R1) ∧ γ2(X , R2)⇒
m∧
i=1

¬fi(R1, R2, n) (1)

In order to prove that (1) is universally true we need to show that for every
fi(R1, R2, n), there does not exist an integer sequence of length n yielding R1

(resp. R2) as the value of γ1 (resp. γ2) and satisfying fi(R1, R2, n). The key idea
of our proof scheme is to represent the infinite set of integer sequences satisfying
each elementary condition Cj

i of fi(R1, R2, n) as a constant-size automaton Ai,j .
Then checking that the intersection of all automata Ai,1,Ai,2, . . . ,Ai,ki

is empty
implies that fi(R1, R2, n) is indeed infeasible. Note that such proof scheme is
independent from the sequence size n and does not explore any search space.

We use time-series constraints [1,5] as a running example and a test case.
This invariant generation process is offline: it is done once and for all in order
to build a database of generic invariants. The paper is organised as follows:

– Section 2 provides the required background on time-series constraints and
register automata.

– Section 3 motivates this work with a running example, which illustrates the
need for deriving invariants.

– Section 4 presents our method for deriving invariants for a conjunction of
functional constraints. It starts with an overview of the three phases of our
method, and then details each phase:
1. A generating data phase is detailed in the introduction of Section 4. Its

goal is to generate a dataset, from which we will extract invariants.
2. A mining phase is detailed in Section 4.1. It extracts a hypothesis H of

Boolean functions of the form f1∨f2∨· · ·∨fm from the generated data.
3. A proof phase is detailed in Section 4.2. For every Boolean function fi

(with i ∈ [1,m]) in the extracted hypothesis H, the proof phase either
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proves its validity for every sequence size, or refute it by generating a
counter example. The counter example is used to modify the current
hypothesis and the process is repeated.

Note that our generated data are noise-free, and that the goal of our work
is not to discover statistical properties of functional constraints, but rather
to extract mathematical theorems, which are always true.

– Section 5 first evaluates the capability of our method to capture most in-
feasible pairs by using the data mining phase only on small sequence size
from 7 to 12, and by checking on the unseen dataset of sequence size from
13 to 24, whether there are uncovered infeasible pairs (R1, R2). Second, it
evaluates the effect of adding the obtained invariants to a recent state of the
art constraint model [3].

2 Background

A time series here is a sequence of integers that represents measurements taken
over time, e.g. the production of a power plant or the temperature in a build-
ing. A time-series constraint [5] γ(X , R) is a functional constraint, where a
sequence of integer variables X is called a time series, and an integer variable R
is called the result variable. For a time series X = 〈X1, X2, . . . , Xn〉, its signature
〈S1, S2, . . . , Sn−1〉 is defined by the following constraints: (Xi < Xi+1 ⇔ Si =
‘<’) ∧ (Xi = Xi+1 ⇔ Si = ‘=’) ∧ (Xi > Xi+1 ⇔ Si = ‘>’) for all i ∈ [1, n− 1].
In this work, we focus only on those constraints such that the value of R de-
pends only on the signature of X , but not on the values in X . For example, the
time series 〈1, 8, 4〉 is equivalent from this point of view to the time series 〈3, 4, 2〉
since both have their signature being 〈<,>〉. Hence, such time series would yield
the same value of R. More precisely, we consider the two following families of
time-series constraints, which both depend on a regular expression σ over the
alphabet Σ = {‘<’, ‘=’, ‘>’}:

– nb_σ(X , R), where R is constrained to be the number of maximal words
wrt inclusion of the language of σ in the signature of X .

– sum_width_σ(X , R), where R is constrained to be the number of elements
of Xi that correspond to the maximal words wrt inclusion of the language
of σ in the signature of X .

Each time-series constraint has a baseline implementation by a register au-
tomaton [19] generated from a transducer [5] that is itself synthesised from a
regular expression [14]. A register automaton A with p > 0 registers is a tu-
ple 〈Q,Σ, δ, q0, I, A, α〉, where Q is the set of states, Σ is the input alphabet,
δ : (Q× Zp)×Σ → Q× Zp is the transition function, q0 ∈ Q is the initial state,
I is a sequence of length p of the initial values of the p registers, A ⊆ Q is the
set of accepting states, and α : Zp → Z is a function, which maps the registers of
an accepting state into an integer. If, by consuming the symbols of a word w in
Σ∗, the automaton A triggers a sequence of transitions from q0, its initial state,
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s{P ← 0} treturn P

Xi = Xi+1

Xi > Xi+1

Xi < Xi+1

Xi = Xi+1

Xi < Xi+1

Xi > Xi+1

{P ← P + 1}

Fig. 1: Register automaton for nb_peak

to some accepting state where 〈D1, D2, . . . , Dp〉 are the values of the registers at
this stage, then A returns α(D1, D2, . . . , Dp), otherwise it fails.

A time-series constraint γ(X , R), implemented by a register automaton A,
holds iff after consuming the signature of X = 〈X1, X2, . . . , Xn〉, A returns R.

Example 1. Consider the nb_peak(X , R) constraint, where R is restricted to
be the number of peaks in the sequence X . A peak of X is a maximal subsequence
of X whose signature is a word in the language of the ‘<(<|=)* (>|=)*>’ reg-
ular expression. Since T = 〈1, 1, 4, 4, 0, 8, 7, 6, 3, 4〉 has 2 peaks, nb_peak(T , 2)
holds. Figure 1 gives the register automaton A for the nb_peak constraint. The
horizontal arrow coming from nowhere indicates the initial state ofA. States with
double circles are accepting. After consuming the signature 〈=, <,=, >,<,>,>
,>,<〉 of T , A returns 2. 4

3 Motivation and Running Example

Consider a conjunction of time-series constraints γ1(X , R1)∧γ2(X , R2) imposed
on the same sequence of integer variables X . In [3], using the representation of γ1
and γ2 as register automata, they present a method for deriving parameterised
linear inequalities linking the values of R1, R2. Although, in most cases, the
derived inequalities were facet-defining, the experiments revealed that in some
cases, even when using these invariants, the solver could still take a lot of time
to find a feasible solution or to prove infeasibility. This happens because of some
infeasible combinations of values of the result variables that were located inside
the convex hull of all feasible solutions. The following example illustrates such a
situation.

Example 2. Consider the sum_width_decreasing_sequence(X , R1) and the
sum_width_zigzag(X , R2) time-series constraints on the same sequence X ,
where a decreasing sequence (resp. a zigzag) in X is a subsequence of X cor-
responding to an inclusion-wise maximal occurrence of ‘(>(>|=)*)*>’ (resp.
‘(<>)+ < (> |ε) | (><)+ > (< |ε)’) in the signature of X , and the width of such
a subsequence is the number of its elements. Then R1 (resp. R2) is the sum of the
widths of decreasing sequences (resp. zigzags) in X . The sum_width_zigzag
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time-series constraint can be used for limiting the widths of zigzags occurring
in the production curve of a power plant [7]. For the sequence size of X in
{9, 10, 11, 12}, Figure 2 represents feasible pairs of (R1, R2) as blue squares, and
infeasible pairs lying inside the convex hull of feasible (blue) points as red circles.
The convex hull contains a significant number of infeasible (red) points, which
we want to characterise automatically. 4
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Fig. 2: Blue squares represent feasible combinations of the result vari-
ables R1, R2 of the sum_width_decreasing_sequence(X , R1) and the
sum_width_zigzag(X , R2) time-series constraints on the same sequence X
whose length is in {9, 10, 11, 12}; red circles represent infeasible points inside the
convex hull of feasible points, while red straight lines depict the facets of the
convex hull of feasible points.

Our work focusses on pairs of constraints for the following reasons:

– Given a set of constraints, we want to capture the interaction of constraints
without considering an exponential number of subsets of constraints, i.e. the
idea is rather to focus on subsets of size 2.

– As we will see in the next section, our technique first computes the convex
hull of the set of feasible points. When considering three or more constraints,
computing the convex hull of a set of points becomes a difficult task since
the number of facets can be exponential.

4 Discovering and Proving Invariants

Consider a conjunction of functional constraints γ1(X , R1) and γ2(X , R2) im-
posed on the same sequence of integer variables X . This work focuses on au-
tomatically extracting and proving invariants that characterise some subsets of
infeasible points that are all located inside the convex hull of feasible combina-
tions of R1 and R2. Our approach uses three sequential phases.
[generating data phase] The first phase of our method is a preparatory work,
namely generating data. For each sequence length n in [7, 12], we generate all
feasible combinations of the values of R1 and R2. For each of the 6 lengths,
(i) we compute the convex hull of feasible points of R1 and R2 using Graham’s
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scan, and (ii) we detect the set I of infeasible combinations of R1 and R2 in this
convex hull.
[mining phase] The second phase, called themining phase, consists of extracting
a hypothesis H describing the set of infeasible points I from the generated data.
We represent this hypothesis as a disjunction of Boolean functions fi(R1, R2, n).
The mining phase is described in Section 4.1.
[proof phase] The third phase, called the proof phase, consists of refining
the discovered hypothesis H by validating some Boolean functions fi and by
refuting and eliminating others using constant-size automata without registers.
A refined hypothesis, which is proved to be correct in the general case, i.e. for
any sequence length, is called a description of the set I. The proof phase is
described in Section 4.2.

4.1 Mining Phase

Consider a conjunction of two functional constraints γ1(X , R1) and γ2(X , R2),
imposed on the same sequence X . This section shows how to extract a hypothesis
in the form of a disjunction of Boolean functions, describing the infeasible com-
binations of values for R1, R2 that are located within the convex hull of feasible
pairs.

There is a number of works on learning a disjunction of predicates [8], and
some special case, where disjunction corresponds to a geometric concept [9,11].
Usually, the learner interacts with an oracle through various types of queries or
with the user by receiving positive and negative examples; the learner tries to
minimise the number of such interactions to speed up convergence.

In our case, the input data consists of the set of positive, called infeasible, and
negative, called feasible, examples, which is finite and which is completely pro-
duced by our generating phase. This allows exploring all possible inputs without
any interaction.

We now present the components of our mining phase:

– First, we describe our dataset, which consists of feasible and infeasible pairs
of the result values R1 and R2.

– Second, we define the space of concepts, hypotheses, we can potentially ex-
tract from our dataset.

– Third, we outline the target hypothesis for functional constraints, i.e. what
we are searching for.

– Finally, we briefly describe the algorithm used for finding the target hypoth-
esis.

Input Dataset We represent our generated data as the union of two sets of
triples D− (resp. D+) called the set of feasible (resp. infeasible) examples, such
that:

– For every (k, p1, p2) (with k ∈ [7, 12]) in D−, there exists at least one integer
sequence of length k that yields p1 and p2 as the values of R1 and R2,
respectively.
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– For every (k, p1, p2) (with k ∈ [7, 12]) in D+,
(i) there does not exist any integer sequence of length k that would yield p1

and p2 as the values of R1 and R2, respectively.
(ii) (p1, p2) is located within the convex hull of feasible values of R1 and R2.

Space of Hypotheses Every element of our hypothesis space is a disjunction
of Boolean functions from a finite predefined set H. Each element of H is a con-
junction C1 ∧ C2 ∧ · · · ∧ Cp with every Ci, called an atomic relation, where the
main atomic relations are

(i) n ≥ c,
(ii) n mod c = d,
(iii) Rj mod c = d,
(iv) Rj ≥ c,

(v) Rj ≤ up(Rj , n)− c,
(vi) Rj = c,
(vii) Rj = up(Rj , n)− c,
(viii) Rj = c ·Rk + d,

with j 6= k being in {1, 2}, with c and d being natural numbers, and up(Rj , n) be-
ing the maximum possible value ofRj given the constraint γj(〈X1, X2, . . . , Xn〉, Rj).
The intuition of these atomic relations is now explained:

– (i) stands from the fact that many invariants are only valid for a big enough
sequence size.

– (ii) is motivated by the fact that the parity of the sequence size is sometimes
relevant.

– (iii) is justified by the fact that the parity of Rj can come into play.
– (iv) and (v) are related to the fact that infeasible points can be located on

a ray or on an interval.
– (vi) and (vii) are respectively linked to the fact that quite often infeasible

points inside the convex hull are very close to the minimum or the maximum
values [4] of Rj (with j ∈ [1, 2]), i.e. c is a very small constant, typically 0
or 1.

– (viii) denotes the fact that some invariants correspond to a linear combina-
tion of Rj and Rk.

Target Hypothesis

Definition 1. A Boolean function of H is consistent wrt a dataset D iff it is
true for at least one infeasible example of D, and false for every feasible example
of D.

For example, R1 = R2 ∧ R1 mod 2 = 1 is consistent with the dataset of Figure 2,
but the two Boolean functions R1 = 13 and R1 = R2 are not.

Definition 2. A Boolean function of H is universally true if it is true for any
integer sequence of any length.

Definition 3. The target hypothesis H is the disjunction of all Boolean func-
tions of H consistent with D.
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Note that in the target hypothesis some Boolean functions can be subsumed by
other Boolean functions. We cannot do the subsumption analysis at this point
since we do not yet know which formulae are true.

Mining Algorithm Our mining algorithm filters out all the Boolean functions
not consistent with our dataset and returns the disjunction of the remaining
Boolean functions. Note that the mining algorithm ignores Boolean functions
involving the atomic relation (i) n ≥ c, which is handled in the proof phase.
Remember that we run the algorithm only on the limited dataset D, i.e. the
data set generated from the integer sequences of small lengths, which we will be
motivated in Section 5.

4.2 Proof Phase

After extracting from D, the target hypothesis H = f1 ∨ f2 ∨ · · · ∨ fm charac-
terising subsets of infeasible points that are all located inside the convex hull of
feasible combinations of R1 and R2, we refine this hypothesis, by keeping only
universally true Boolean functions fi. To do that, the main result of this section,
Theorem 1, gives a necessary and sufficient condition for a Boolean function f
to be universally true, provided that there exists constant-size automata associ-
ated with the atomic relations in f . We will further show how to generate such
automata for two types of atomic relations.

Before presenting our proof technique, we look at the structure of the hy-
pothesis H. Every Boolean function f in H is of the form f = C1 ∧C2 ∧ · · · ∧Cp

and can be classified into one of the two following categories:

– Independent Boolean Function means that every Ci is an independent
atomic relation, i.e. depends either on R1 or R2, but not on both. For in-
stance, R1 = up(R1, n)∧R2 mod 2 = 1 is an independent Boolean function.

– Dependent Boolean Function means that there exists at least one Ci

that is a dependent atomic relation, i.e. mentions both R1 and R2. For in-
stance, R1 mod 2 = 1 ∧R1 = R2 + 1 is a dependent Boolean function.

We first focus on independent Boolean functions, i.e. the ones containing
relations from (i) to (vii), and give a necessary and sufficient condition for proving
that an independent Boolean function is universally true. Then for a dependent
Boolean function containing relation (viii), we describe a method for verifying
that the considered dependent Boolean function is universally true.

Proof of Independent Boolean Functions Since most atomic relations are
independent, i.e. cases (i) to (vii), this paper focuses primarily on a necessary
and sufficient condition for proving that an independent Boolean function is
universally true.

Definition 4. For an atomic relation C, the set of supporting signatures TC is
the set of words in Σ∗ such that, for every word in TC there exists an integer
sequence satisfying C, whose signature is this word.
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Definition 5. For an independent Boolean function f = C1 ∧ C2 ∧ · · · ∧ Cp of

S, we define the set of supporting signatures Tf as
p⋂

i=1

TCi
.

A Boolean function f is universally true iff it describes infeasible combina-
tions of R1 and R2 for any sequence length, and thus the set Tf is empty.

For any atomic relation C from (i) to (vii), i.e. independent atomic relation,
the corresponding set of supporting signatures is represented as the language of
a constant-size automaton without registers AC . Constant size means that the
number of states of this automaton does not depend on the length of the input
integer sequence. For a Boolean function f = C1 ∧ C2 ∧ · · · ∧ Cp, Tf is simply
the set of signatures recognised by the automaton obtained after intersecting all
ACi

with i in [1, p]. This provides a necessary and sufficient condition for proving
that a Boolean function f is universally true.

Theorem 1. Consider two functional constraints γ1(X , R1) and γ1(X , R2) on
the same sequence X , and a Boolean function f(R1, R2, n) = C1 ∧C2 ∧ · · · ∧Cp

such that for every Ci there exists a constant-size automaton without registers
ACi

. The function f is universally true iff the intersection of all automata for
ACi (with i ∈ [1, p]) is empty.

The proof of Theorem 1 follows from Definitions 4 and 5.

For some Boolean function f = C1 ∧C2 ∧ · · · ∧Cp, the set Tf =
p⋂

i=1

TCi may

not be empty, but finite. In this case, we compute the length c of the longest
signature in Tf , and obtain a new Boolean function f ′ = f ∧ n ≥ c + 1. By
construction, the set Tf ′ is empty, thus f ′ is universally true.

Generation of a Constant-Size Automaton for Independent Atomic
Relations Generating a constant-size automaton for atomic relations that im-
pose a restriction like (i) or (ii) on the sequence length is straightforward. For
space reason we now focus on the generation of constant-size automata for atomic
relations of the form (vi) Rj = c and (iii) Rj mod c = d from register automata
of γ1 and γ2. Let us start with an illustrating example.

Example 3. Consider the sum_width_decreasing_sequence(X , R) time-
series constraint, whose register automaton is given in Part (A) of Figure 3, and
the atomic relation C defined by R = 3. The minimal automaton representing
the atomic relation C is given in Part (C) of Figure 3. 4

In order to generate constant-size automata for the atomic relations (iii)
and (iv) we require that for each γj there exists a register automaton Aj with
at most two registers A1 and A2 satisfying the following conditions:

1. The initial values of both registers are 0.
2. On every transition of Aj , A1 is either incremented by a natural number, or

by the current value of A2 plus a natural number. In this latter case A2 is
reset to 0.
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Fig. 3: (A) Register automaton for sum_width_decreasing_sequence(X , R);
(B) Automaton for the atomic relation R = 3 and (C) corresponding minimised
automaton.

3. On every transition of Aj , A2 is either incremented by a natural number, or
reset to 0.

4. The acceptance function of Aj returns the last value of A1.

For every nb_σ and sum_width_σ time-series constraint, there exists a
register automaton [2] satisfying Conditions (1)–(4).

We now explain how to construct constant-size automata for the relations
(vi) Rj = c and (iii) Rj mod c = d when Aj satisfies Conditions (1)–(4).

Construction of Constant-Size Automata for R = c. Consider the atomic
relation C defined by R = c. The automaton AC is built from A in the following
way:
[states of AC ] For every state q of A, there are c · (c+ 1) states in AC named
qi1,i2 (with i1 ∈ [0, c], i2 ∈ [0, c + 1]), i.e. each state of AC corresponds to a
state of A labelled by the potential values of the registers A1 and A2, with the
restriction that values of A2 that are strictly greater than c are all mapped to
c+ 1.

[initial state of AC ] Since both registers A1 and A2 of A are initialised to 0,
the state q0,0 is the initial state of AC .

[accepting states of AC ] All states where the returned value A1 is set to the
expected value c are accepting states of AC . Consequently, all states of the form
qc,i2 (with i2 ∈ [0, c+ 1]) are accepting.

[transitions of AC ]

– WithinAC , there is a transition from qi1,i2 to q∗i∗1 ,i∗2 (with i1, i∗1, i∗2 ∈ [0, c], i2 ∈
[0, c+1]) labelled with s, a letter in the input alphabet of A, if there exists in
A a transition from q to q∗ labelled with s such that, when A1 and A2 have
values i1 and i2, A1 and A2 are respectively set to i∗1 and i∗2 when triggering
that transition.

– Within AC , there is a transition from qi1,i2 to q∗i∗1 ,c+1 labelled with s, a
letter in the input alphabet of A, if there exists in A a transition from q to
q∗ labelled with s such that, when A1 and A2 have values i1 and i2, A1 and
A2 are respectively set to i∗1 and i∗2 > c when triggering that transition.
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It is easy to see that when A satisfies Conditions (1)–(4) the set of signatures
recognised by the constructed automaton AC is indeed the set of supporting
signatures TC .

Turning back to Example 3, Part (B) of Figure 3 shows the automaton built
by the previous algorithm for the relation R = 3, ignoring isolated states.

Construction of a Constant-Size Automaton for R mod c = d. Consider
the atomic relation C defined by R mod c = d. The automaton AC is built from
A in the following way:
[states of AC ] For every state q of A, there are c2 states in AC named qi1,i2
(with i1, i2 ∈ {0, 1, . . . , c− 1}), i.e. each state of AC corresponds to a state of A
labelled by the potential values of remainder of the registers A1 and A2.

[initial state of AC ] Since both registers A1 and A2 of A are initialised to 0,
the state q0,0 is the initial state of AC .

[accepting states of AC ] All states where the remainder of the returned
value A1 is set to the expected value d are accepting states of AC . Consequently,
all states of the form qd,i2 (with i2 ∈ {0, 1, . . . , c− 1}) are accepting.

[transitions of AC ] Within AC , there is a transition from qi1,i2 to q∗i∗1 ,i∗2 (with
i1, i2, i

∗
1, i
∗
2 ∈ {0, 1, . . . , c − 1}) labelled with s, a letter in the input alphabet of

A, if there exists in A a transition from q to q∗ labelled with s such that, when
the remainder modulo c of A1 (resp. A2) is i1 (resp. i2), the remainder modulo
c of A1 (resp. A2) becomes i∗1 (resp. i∗2) after triggering that transition.

It is easy to see that when A satisfies Conditions (1)–(4) the set of signatures
recognised by the constructed automaton AC is indeed TC .

Proof of Dependent Boolean Functions Some dependent Boolean func-
tions, i.e. case (viii), can be handled by adapting the technique for generating
linear invariants described in [3].

Consider two constraints γ1(X , R1) and γ2(X , R2) on the same integer se-
quence X such that, for both γ1 and γ2, the method of [3] for generating linear
invariants applies. We present here a method for verifying that the dependent
Boolean function R1 − d ·R2 = 1, with d being either 1 or 2, is universally true.
Note that such Boolean function was extracted during the mining phase for 17
pairs of time-series constraints.

We prove by contradiction that the corresponding Boolean function is uni-
versally true. Our proof consists of three following steps:

1. Assumption. Assume that there exists an integer sequence X such that
R1 − d ·R2 = 1.

2. Implication for the parity of R1 and d ·R2. When R1−d ·R2 = 1, then
R1 and d ·R2 have a different parity.

3. Obtaining a contradiction. Since R1 and d · R2 must have different
parity, there exists a value of b that is either 0 or 1 such that the conjunction
R1 − d · R2 = 1 ∧ R1 mod 2 = b ∧ d · R2 mod 2 = 1 − b holds. In order
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Fig. 4: Seven groups of infeasible combinations of R1 and R2, where R1 and R2

are, respectively, constrained by sum_width_decreasing_sequence(X , R1)
and sum_width_zigzag(X , R2) on the same sequence X of length 9 (all plots
on top and the two plots on bottom left) and of lengths 10 and 12 (the two plots
on bottom right).

to prove that R1 − d · R2 = 1 is infeasible, for either value of parameter b,
we need to show that either the obtained conjunction is infeasible, e.g. when
d = 2 and b is 0, or the method of [3] produces an invariant R1 − d ·R2 ≥ c
with c being strictly greater than 1.

If at this third step of our proof method the considered conjunction is feasible,
and the desired invariant R1−d ·R2 ≥ c was not obtained, then we cannot draw
any conclusion about the infeasibility of R1 − d ·R2 = 1.

In practice, for the 17 pairs of time-series constraints, for which we extracted
the Boolean function R1 − d · R2 = 1, the method of [3] did indeed generate a
desired linear invariant, which proved that the considered Boolean function is
universally true.

Example 4. Consider the sum_width_decreasing_sequence(X , R1) and the
sum_width_zigzag(X , R2) time-series constraints on the same sequence X ,
introduced in Example 2. For this conjunction, we now describe the result of the
mining and the proving phases of our method as well as the dominance filtering,
i.e. discarding Boolean functions subsumed by some other Boolean function.

– During the mining phase we extracted a disjunction of 156 Boolean functions.
Most Boolean functions, even if they are true, are redundant. For example,
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the Boolean function R1 = 1 ∧ R2 = 1 is subsumed by R1 = 1, and thus can
be discarded. However, at this point we cannot do the dominance filtering
since we do not yet know which Boolean functions are universally true.

– During the proof phase we proved that 95 out of the extracted 156 Boolean
functions are universally true.

– Finally, after the dominance filtering of the 95 proved Boolean functions we
obtain the disjunction of the following seven Boolean functions:

¬ R1 = 1 ­ R2 = 1
® R1 = 5 ∧ R2 ≥ 4 ¯ R1 = 3 ∧ R2 ≥ 1
° R1 = up(R1, n) ∧ R2 mod 2 = 1 ± R1 mod 2 = 1 ∧ R1 = R2

² n mod 2 = 0 ∧ R1 = up(R1, n)− 1 ∧ R2 = up(R2, n)

All four upper plots and the two lower plots on the left of Figure 4 contain
the groups of infeasible points corresponding to the Boolean functions from ¬
to ± for n being 9. The two lower plots on the right of Figure 4 contain the
infeasible points corresponding to the ² Boolean function for n being 10 and 12,
respectively.

The Boolean functions from ¬ to ° and ² were proved by intersecting the
automata for the atomic relations in these Boolean functions. For example, the
automata for both atomic relations of the ² are given in Figure 5. One can take
their intersection to check it is empty.

In order to prove ±, we consider the conjunction of three constraints, namely
R1 mod 2 = 1, sum_width_decreasing_sequence, and sum_width_zigzag.
Each of the three constraints can be presented by an automaton with or without
registers satisfying the required properties of the method of [3], which generates
for this conjunction the invariant R1 ≥ R2+2. This proves that ± is a universally
true Boolean function.

We now give an interpretation of five of those Boolean functions:

– ¬ and ­ means that, in the languages of decreasing_sequence and
zigzag, respectively, there is no word consisting of one letter.

– ° means that, when a time series yields up(R1, n) as the value of R1, every
occurrence of zigzag in its signature must start and end with ‘>’, and the
width of every word in zigzag starting and ending with the same letter is
even.

– ± is related to the fact that every word in the language of zigzag contains
at least one word of the language of decreasing_sequence as a factor,
and every such factor is of even length.

– ² means that, when a time series yields up(R2, n) as the value of R2, then
its signature is a word in the language of zigzag, and every occurrence of
decreasing_sequence is of even length, and thus R1 must be even. At
the same time, up(R1, n)− 1 = n− 1 is odd, when n is even. 4

5 Evaluation

Consider a conjunction of two time-series constraints γ1(X,R1) and γ2(X,R2),
imposed on the same sequence X = 〈X1, X2, . . . , Xn〉. After performing the
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Fig. 5: (A) Automaton for the R1 = up(R1, n) atomic relation, where R1

is constrained by sum_width_decreasing_sequence(X , R1). (B) Automa-
ton for the R2 mod 2 = 1 atomic relation, where R2 is constrained by
sum_width_zigzag(X , R2).

mining and proof phases, we obtain a disjunction describing a subset of infeasible
combinations of R1 and R2. Recall that this disjunction is called a description
of infeasible set. The exploitation phase includes the two following procedures:

First, we filter the Boolean functions in the obtained description of infeasible
set in order to obtain a non-dominated description, i.e. a disjunction of Boolean
functions that are mutually non subsumable.

Second, we evaluate the obtained description of infeasible points from two
perspectives:

– While the description of infeasible set is correct for any sequence size, it is
unclear whether learning from small sequence size allows to also identify all
infeasible combinations of R1 and R2 for larger sequence sizes. We investigate
this question empirically by comparing the set of infeasible combinations of
R1 and R2 learned by only using small sequence sizes (from 7 to 12) to the set
of infeasible combinations of R1 and R2 generated by a systematic procedure
for larger sequence sizes (from 13 to 24). Such choice was motivated by the
following observations:
• Learning from very small sequence sizes does not make sense since the

corresponding convex hulls are too small: many infeasible points do not
show up with very small sequence sizes.

• Learning from very few sequence sizes, e.g. two, is not enough since some
infeasible points within the convex hull are only present when n mod k =
r with r ∈ [0, k − 1] for some small k greater than 2.

• In practice generating the data for sizes 7 to 12 was very fast, while
generating additional data from 13 to 24 took more than one month.

– We evaluate the impact of our learned description of infeasible set in terms of
time and number of backtracks for finding a solution or proving infeasibility
for a conjunction of time-series constraints.

We consider all pairs of constraints for which infeasible points exist in the
convex hull of feasible points, and for which we have the full baseline implemen-
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tation. For the 303 pairs considered, there are 68,145 feasible points and 12,103
infeasible points in the training set. From these points we generate 16,310 hy-
potheses, of which 11,827 are proven. Removing dominated invariants, we are
left with 517 non-dominated, proven invariants which are then used in the eval-
uation. It takes 10 minutes 29 seconds to create once and for all our database
of invariants, i.e. to generate the hypotheses, to prove them, and to find the
non-dominated set. Each generated invariant consists typically of a disjunction
of no more than five conditions.

We use the generated invariants in our test data (sizes 13 to 24), by adding
them to a baseline consisting of the previous state-of-the-art implementation
based on [3]. Table 1 compares the baseline to our improved method.

Table 1: Comparing the state-of-the-art baseline
and the baseline with the generated invariants
Measure Case Success Failure
Backtrack Baseline 289,321,218 465,049,474
Backtrack New 190,452,242 1,954
Backtrack %New/Base 65.83 0.00042
Time Baseline 107,630 89,800
Time New 78,521 0.7
Time %New/Base 72.95 0.00078

We checked independently
that for the test data set
there are 559,224 feasible
points, and 50,823 infeasible
points. For each test case,
we either find the first fea-
sible solution, or show that
no solution exists. The re-
sults show that only 130 in-
feasible points (0.26 % of all
infeasible points) in the test
set are not covered by one of
the generated hypotheses.

As we can see, the gener-
ated invariants cover the infeasible points nearly perfectly, reducing the time
spent from 89,800 seconds to less than one second. Perhaps more surprisingly,
the generated invariants also help with feasible cases, by removing infeasible
subtrees from the search of feasible solutions. The number of backtracks for the
feasible cases is reduced by one third, and the time for finding the solutions is
reduced by 27%.

6 Conclusion

For time series on integer sequences, this paper proposes a systematic approach
to extract and prove invariants denoting infeasible combinations of pairs of se-
quence characteristics. To avoid being instance specific these invariants are pa-
rameterised by the sequence size.

The approach relies on the fact that infeasible pairs are quite often located
at a small distance from the envelope of the convex hull of all feasible pairs, and
can therefore be described by intersecting constant-size finite automata.

While we still use generated datasets to extract our invariants, this line of
work contributes to explainable AI, since each obtained proved invariant can be
fully concisely described as a conjunction of constant-size structured automata.
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