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Abstract. The CP 2002 paper entitled “Breaking Row and Column Symme-
tries in Matrix Models” by Flener et al. [6] describes some of the first work
for identifying and analyzing row and column symmetry in matrix models and
for efficiently and effectively dealing with such symmetry using static symmetry-
breaking ordering constraints. This commentary provides a retrospective on that
work and highlights some of the subsequent work on the topic.

1 Setting the scene

The work described in the CP 2002 publication “Breaking row and column symme-
tries in matrix models” [6], henceforth referred to as BRCS, started in early 2001 when
Zeynep Kiziltan was a Ph.D. student at Uppsala University (Sweden) and became in-
terested in symmetry breaking in CSPs as a consequence of modelling the rack config-
uration problem [24] (prob031 at www.csplib.org). Zeynep Kiziltan and Brahim Hnich
started to investigate alternative models for the problem in order to break more sym-
metries with respect to the original model. In [24], it was argued that two racks of the
same model are equivalent and a permutation of their card assignments leads to a sym-
metric solution. This was equivalent to permuting the rows corresponding to the card
assignments of the equivalent racks in a matrix of integer decision variables. Without
using the term row symmetry (or column symmetry), [24] proposed to order the first
positions of the corresponding rows to prevent the permutations. Kiziltan and Hnich
instead proposed to break this kind of symmetry by ordering the sum of the values
in the rows. Both approaches were breaking symmetry via static ordering constraints.
Though useful, they were not able to prevent any possible row permutations in general.
This is because two symmetric rows could have the same values in the first positions or
they could have the same sum. Nevertheless, the alternative models and the symmetry
breaking constraints were promising for the rack configuration problem, as reported in
[18].



2 Matrix modelling and row and column symmetry

In May 2001, Alan Frisch, Ian Miguel and Toby Walsh, who were then all at the Uni-
versity of York (U.K.), visited Uppsala to join Pierre Flener, Justin Pearson, Hnich and
Kiziltan to continue a research collaboration which started in late 2000 with Hnich’s
visit to York. The York group showed interest in the rack configuration problem be-
cause of its similarity to the steel mill slab design problem (prob038 at www.csplib.org)
for which they had recently proposed models [14]. Both problems can be modelled in a
similar way, using matrices of integer decision variables, and their symmetries could be
broken likewise, by posting ordering constraints on certain rows. We therefore started
to investigate whether there were other problems following this pattern. An obvious
example was the famous BIBD problem (prob028 at www.csplib.org). The symmetries
in the standard matrix model of the problem were even more challenging, because any
two rows or columns could be permuted, leading to a factorial number of symmetries.
One way to tackle such symmetry would be to set the values of the first row and the
column of the matrix. While this could help, it would not prevent the permutations of
the rows and columns starting with the same value, as in the rack configuration prob-
lem. Moreover, all the rows had the same sum, so did all the columns. The sum-based
ordering that was used in the rack configuration problem would not work here. This was
when the concept of row and column symmetry, the realization of the factorial number
of symmetries in a matrix model with row and column symmetry, and the idea of using
a total ordering on vectors of variables to break this type of symmetry started to emerge.

3 Breaking row and column symmetry

A common pattern in CSP models (a matrix of decision variables with two or more
dimensions) and an important class of symmetries arising in such models (row and
column symmetry in the 2-dimensional case) were identified. The first total order-
ing proposed to break this type of symmetry was the lexicographic ordering, such as
that used to sort words in a dictionary. We started to study how to enforce the lexico-
graphic ordering on the symmetric rows and the columns. One possibility was to add
static symmetry-breaking constraints to the model. Another possibility was the so called
canonical labelling, which was about compiling the symmetry-breaking constraints di-
rectly into the labelling algorithm of search. Both approaches needed attention to ensure
that at least one solution in each equivalence class of solutions would remain. We began
to address these and related issues over late night dinners and during a fishing trip or-
ganized by the hosting department. Another notable outcome of this research visit was
the launch of SymCon,® the CP workshop series on symmetry in CSPs, which hosted
for many years the latest research results in the field.

The collaboration continued with Kiziltan’s return visit to York in September 2001.
Many more problems were shown to be efficiently represented using a matrix model,
but again with the challenge of an factorial number of row and column symmetries.
It was understood how to consistently add symmetry-breaking lexicographic ordering

® http://www.it.uu.se/research/group/astra/SymCon/



constraints on the symmetric rows and columns, as well as how to correctly do canonical
labelling. In particular, it was proven that posting simultaneously lexicographic ordering
constraints for each symmetric dimension of a matrix model would preserve at least
one solution in each equivalence class of solutions. Such constraints are often referred
to as DOUBLELEX for two dimensions. It was shown that DOUBLELEX is generally
not complete, in the sense it may leave some symmetries — in fact, as Gent, Petrie
and Puget later showed [15], the number of remaining symmetries can be exponential
in the size of the matrix. The findings were reported in two papers, [7] and [5], which
would be presented later at the modelling and the symmetry workhops of CP 2001. The
only bitter memory of this fruitful collaboration was the attacks on the twin towers and
elsewhere on September the 11th, which happened just a few days before the end of
Kiziltan’s visit to York. Our thoughts go out to the victims and their families.

4 The initial reaction

Both papers started to receive interest from the community well before the CP 2001
workhops. Barbara Smith and Ian Gent began to study breaking row and column sym-
metry using SBDS, concluding that it can be difficult for SBDS alone to tackle this kind
of symmetry [23]. The modelling and the symmetry workshops provided a constructive
platform to discuss the initial findings and the challenges in breaking row and column
symmetry in matrix models, laying the foundations for BRCS as well as the research
on the topic for the next 15 years.

After BRCS was published, its authors learnt that the first results on constraints
for breaking symmetry on multiple dimensions of a matrix came from Lubiw [20],
who showed that DOUBLELEX is a consistent symmetry-breaking constraint for a two-
dimensional matrix that has row and column symmetry.” Unaware of Libuw’s work,
Shlyakhter [22] and we independently generalised Libuw’s result to multiple dimen-
sions. Our and Lubiw’s proofs show that any matrix that does not satisfy the con-
straint can be permuted into one that does. In contrast, Shlyakhter’s proof shows that
DOUBLELEX is entailed by the row-wise lex-leader constraints for the symmetry group
[4]. By the row-wise lex-leader constraints we mean those obtained by using the lex-
leader schema on the vector of variables obtained by taking the first row of the vector,
followed by the second row, and so forth until all rows are included.

The identification of lexicographic ordering as a means of dealing with row and
column symmetry inspired research into propagating this constraint effectively. At the
same conference at which BRCS was published, Frisch et al. [9] introduced an efficient
propagator for establishing generalised arc consistency on a lexicographic ordering con-
straint between a pair of vectors of variables (see also the later journal paper [10]).

5 Subsequent work

The incompleteness of DOUBLELEX, the difficulty of breaking all row and column
symmetry in general, and the need of propagating DOUBLELEX efficiently opened up

7 Actually, Lubiw and Shlyakhter each considered only the case of matrices containing zeros
and ones, but their proofs trivially generalise to any set of values.



several research directions. While it is not possible to mention them all in this commen-
tary, we would like to highlight some of the subsequent work in the context of static
symmetry breaking. Let us consider two-dimensional matrices. One line of research fo-
cused on tractable cases. Katsirelos ef al. proved that in certain special cases all row
and column symmetry can be broken with a polynomial number of constraints [6], the
associated symmetry breaking constraints can be propagated in polynomial time [17].
They also showed that in a matrix with a bounded number of rows (or columns), all row
and column symmetry can be broken in polynomial time. Yip and Van Hentenryck [25]
turned this theoretical result into a complete and efficient method for breaking all row
and column symmetry in matrix models with a small number of rows (or columns).

Following [10], Carlsson and Beldiceanu developed a propagator for a chain of
lexicographic ordering constraints, such as for the successive rows or columns of a
matrix [3]. Many efficient and simple decompositions of the lexicographic ordering
constraint on a pair of vectors of variables followed up, such as those reported in [1]
and [2].

Another line of research looked into other constraints that can be effectively added
in conjunction with DOUBLELEX to break more row and column symmetry. Frisch
and Harvey [8] considered the complete row-wise lex-leader constraints for row and
column symmetry of a matrix of two rows and three columns. They simplified these
constraints and noticed that they contained constraints asserting that the first row is lex-
icographically less or equal to every permutation of the second row. This observation
led to the work of Frisch et al. [13], who showed that generally the row-wise lex-leader
constraints entail that the first row is lexicographically less than or equal to every permu-
tation of every other row. They called the constraint ensuring this property ALLPERM,
introduced a propagator for it, and obtained better results than DOUBLELEX alone when
posted together with DOUBLELEX.

Another interesting direction has been the investigation alternatives to, rather than
extensions of DOUBLELEX. Promising results have been obtained by SNAKELEX con-
straints, which derive from lex-leader constraints obtained by ordering the matrix vari-
ables not row-wise but by snaking through the matrix [16]. Alternatives to lexicographic
ordering have been studied, including multiset ordering [12, 11], Gray code ordering
[21] and reflex ordering [19].

6 Conclusions

We are pleased to see that following the publication of the initial CP 2001 workshop
papers and BRCS, breaking row and column symmetries in matrix models has been
an active research area leading to many publications and the common inclusion of the
global lexicographic ordering constraints on vectors in constraint modelling languages
and solvers such as Choco, OPL, MiniZinc, Sicstus Prolog, Gecode. This commentary
hopefully makes it clear that it is time we produced a survey on this important modelling
and solving topic.
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