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“CP is well-positioned to pursue the Holy Grail of CS:  
the user simply states the problem and the computer solves it”

This is true!
But what problems can we state?



An Example: Traffic Light Placement

Add/remove traffic lights in a city 
Installation costs and budget limit 
Objective: improve traffic flow



“Stating the problem”: That’s a Problem

Let’s try to model that:

min z = f(x)
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The traffic light impact cannot be modeled by an expert 
but we can extract a model from data!



One More Example: Thermal Aware Job Allocation

Many-core CPU (Intel SCC, 2009, 48 cores) 
Assign jobs to cores 
Load balancing constraints 
Objective: avoid thermal hot-spots (efficiency loss)



One More Example: Trans-Precision Computing

Tweaking precision levels in computations 
(Stochastic) maximal error guarantees 
Objective: minimize energy consumption 



What problems can we state?



“Give me a universal solver 
and a universal approximator, 
and I shall optimize the world”

And in theory we have both!
So, what is missing?

(Plagiarized Archimedes)



Empirical (Decision) Model Learning

We have universal solvers (CP, SMT, MINLP…) 
We have universal approximators (Neural Nets, DT Ensembles…)

Empirical Model Learning in a nutshell

ML model
Core 

combinatorial 
structure

1) Learn 2) Define

We just need a way to combine the two



Empirical (Decision) Model Learning

ML model
Core 

combinatorial 
structure

3) Embed!

We have universal solvers (CP, SMT, MINLP…) 
We have universal approximators (Neural Nets, DT Ensembles…)

Empirical Model Learning in a nutshell

We just need a way to combine the two



How do we “embed” a ML model 
into a combinatorial model?

Here come examples on Neural Networks…



Neural Networks & MI(N)LP

How shall we embed an NN in MI(N)LP?

in0

in1

in2

out

x0

x1
y zX

f

x2

monotone 
non-decreasing

e.g. 
ReLU

y = wTx+ b

z = f(y)
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x0

x1
y zX

f

x2

Neural Networks & MI(N)LP

How shall we embed an NN in MI(N)LP?

in0

in1

in2

out

y = wTx+ b

z = max(0, y)
<latexit sha1_base64="+wULzFD/gnRdW1v+yNpxHdFRKSA=">AAACDHicbVDLSgMxFM3UV62vqks3F4ulopQZEXQjFNyIqwp9QWcsmTRtQzMPkox2LP0AN/6KGxeKuPUD3Pk3pu0stPVA4HDOudzc44acSWWa30ZqYXFpeSW9mllb39jcym7v1GQQCUKrJOCBaLhYUs58WlVMcdoIBcWey2nd7V+O/fodFZIFfkXFIXU83PVZhxGstNTK5vIQwwXc31ZgAEfggm1n8vCgJdvDg4J5DPGhTplFcwKYJ1ZCcihBuZX9stsBiTzqK8KxlE3LDJUzxEIxwukoY0eShpj0cZc2NfWxR6UznBwzggOttKETCP18BRP198QQe1LGnquTHlY9OeuNxf+8ZqQ6586Q+WGkqE+mizoRBxXAuBloM0GJ4rEmmAim/wqkhwUmSveX0SVYsyfPk9pJ0TKL1s1prnSd1JFGe2gfFZCFzlAJXaEyqiKCHtEzekVvxpPxYrwbH9NoykhmdtEfGJ8/iQ6W4g==</latexit><latexit sha1_base64="+wULzFD/gnRdW1v+yNpxHdFRKSA=">AAACDHicbVDLSgMxFM3UV62vqks3F4ulopQZEXQjFNyIqwp9QWcsmTRtQzMPkox2LP0AN/6KGxeKuPUD3Pk3pu0stPVA4HDOudzc44acSWWa30ZqYXFpeSW9mllb39jcym7v1GQQCUKrJOCBaLhYUs58WlVMcdoIBcWey2nd7V+O/fodFZIFfkXFIXU83PVZhxGstNTK5vIQwwXc31ZgAEfggm1n8vCgJdvDg4J5DPGhTplFcwKYJ1ZCcihBuZX9stsBiTzqK8KxlE3LDJUzxEIxwukoY0eShpj0cZc2NfWxR6UznBwzggOttKETCP18BRP198QQe1LGnquTHlY9OeuNxf+8ZqQ6586Q+WGkqE+mizoRBxXAuBloM0GJ4rEmmAim/wqkhwUmSveX0SVYsyfPk9pJ0TKL1s1prnSd1JFGe2gfFZCFzlAJXaEyqiKCHtEzekVvxpPxYrwbH9NoykhmdtEfGJ8/iQ6W4g==</latexit><latexit sha1_base64="+wULzFD/gnRdW1v+yNpxHdFRKSA=">AAACDHicbVDLSgMxFM3UV62vqks3F4ulopQZEXQjFNyIqwp9QWcsmTRtQzMPkox2LP0AN/6KGxeKuPUD3Pk3pu0stPVA4HDOudzc44acSWWa30ZqYXFpeSW9mllb39jcym7v1GQQCUKrJOCBaLhYUs58WlVMcdoIBcWey2nd7V+O/fodFZIFfkXFIXU83PVZhxGstNTK5vIQwwXc31ZgAEfggm1n8vCgJdvDg4J5DPGhTplFcwKYJ1ZCcihBuZX9stsBiTzqK8KxlE3LDJUzxEIxwukoY0eShpj0cZc2NfWxR6UznBwzggOttKETCP18BRP198QQe1LGnquTHlY9OeuNxf+8ZqQ6586Q+WGkqE+mizoRBxXAuBloM0GJ4rEmmAim/wqkhwUmSveX0SVYsyfPk9pJ0TKL1s1prnSd1JFGe2gfFZCFzlAJXaEyqiKCHtEzekVvxpPxYrwbH9NoykhmdtEfGJ8/iQ6W4g==</latexit><latexit sha1_base64="+wULzFD/gnRdW1v+yNpxHdFRKSA=">AAACDHicbVDLSgMxFM3UV62vqks3F4ulopQZEXQjFNyIqwp9QWcsmTRtQzMPkox2LP0AN/6KGxeKuPUD3Pk3pu0stPVA4HDOudzc44acSWWa30ZqYXFpeSW9mllb39jcym7v1GQQCUKrJOCBaLhYUs58WlVMcdoIBcWey2nd7V+O/fodFZIFfkXFIXU83PVZhxGstNTK5vIQwwXc31ZgAEfggm1n8vCgJdvDg4J5DPGhTplFcwKYJ1ZCcihBuZX9stsBiTzqK8KxlE3LDJUzxEIxwukoY0eShpj0cZc2NfWxR6UznBwzggOttKETCP18BRP198QQe1LGnquTHlY9OeuNxf+8ZqQ6586Q+WGkqE+mizoRBxXAuBloM0GJ4rEmmAim/wqkhwUmSveX0SVYsyfPk9pJ0TKL1s1prnSd1JFGe2gfFZCFzlAJXaEyqiKCHtEzekVvxpPxYrwbH9NoykhmdtEfGJ8/iQ6W4g==</latexit>

For ReLUs:
y = wTx+ b

z = f(y)
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z = wTx+ b� s with: z, s � 0

t = 1 ! s  0

t = 0 ! z  0
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(indicator constraints)



x0

x1
y zX

f

x2

Neural Networks & CP

What about CP?

in0

in1

in2

out

y = wTx+ b

z = f(y)
<latexit sha1_base64="EF3I4IvLAkNaGogkg5OcUOCCO60=">AAACBnicbVDLSsNAFJ3UV42vqEsRBoulIpREBN0IBTfiqkJf0MQymU7q0MkkzEzUWLpy46+4caGIW7/BnX/jtM1CWw9cOJxzL/fe48eMSmXb30Zubn5hcSm/bK6srq1vWJtbDRklApM6jlgkWj6ShFFO6ooqRlqxICj0GWn6/fOR37wlQtKI11QaEy9EPU4DipHSUsfaLcIUnsG76xq8h4fQh65rFuGDloJSetCxCnbZHgPOEicjBZCh2rG+3G6Ek5BwhRmSsu3YsfIGSCiKGRmabiJJjHAf9UhbU45CIr3B+I0h3NdKFwaR0MUVHKu/JwYolDINfd0ZInUjp72R+J/XTlRw6g0ojxNFOJ4sChIGVQRHmcAuFQQrlmqCsKD6VohvkEBY6eRMHYIz/fIsaRyVHbvsXB0XKpdZHHmwA/ZACTjgBFTABaiCOsDgETyDV/BmPBkvxrvxMWnNGdnMNvgD4/MH3heU7g==</latexit><latexit sha1_base64="EF3I4IvLAkNaGogkg5OcUOCCO60=">AAACBnicbVDLSsNAFJ3UV42vqEsRBoulIpREBN0IBTfiqkJf0MQymU7q0MkkzEzUWLpy46+4caGIW7/BnX/jtM1CWw9cOJxzL/fe48eMSmXb30Zubn5hcSm/bK6srq1vWJtbDRklApM6jlgkWj6ShFFO6ooqRlqxICj0GWn6/fOR37wlQtKI11QaEy9EPU4DipHSUsfaLcIUnsG76xq8h4fQh65rFuGDloJSetCxCnbZHgPOEicjBZCh2rG+3G6Ek5BwhRmSsu3YsfIGSCiKGRmabiJJjHAf9UhbU45CIr3B+I0h3NdKFwaR0MUVHKu/JwYolDINfd0ZInUjp72R+J/XTlRw6g0ojxNFOJ4sChIGVQRHmcAuFQQrlmqCsKD6VohvkEBY6eRMHYIz/fIsaRyVHbvsXB0XKpdZHHmwA/ZACTjgBFTABaiCOsDgETyDV/BmPBkvxrvxMWnNGdnMNvgD4/MH3heU7g==</latexit><latexit sha1_base64="EF3I4IvLAkNaGogkg5OcUOCCO60=">AAACBnicbVDLSsNAFJ3UV42vqEsRBoulIpREBN0IBTfiqkJf0MQymU7q0MkkzEzUWLpy46+4caGIW7/BnX/jtM1CWw9cOJxzL/fe48eMSmXb30Zubn5hcSm/bK6srq1vWJtbDRklApM6jlgkWj6ShFFO6ooqRlqxICj0GWn6/fOR37wlQtKI11QaEy9EPU4DipHSUsfaLcIUnsG76xq8h4fQh65rFuGDloJSetCxCnbZHgPOEicjBZCh2rG+3G6Ek5BwhRmSsu3YsfIGSCiKGRmabiJJjHAf9UhbU45CIr3B+I0h3NdKFwaR0MUVHKu/JwYolDINfd0ZInUjp72R+J/XTlRw6g0ojxNFOJ4sChIGVQRHmcAuFQQrlmqCsKD6VohvkEBY6eRMHYIz/fIsaRyVHbvsXB0XKpdZHHmwA/ZACTjgBFTABaiCOsDgETyDV/BmPBkvxrvxMWnNGdnMNvgD4/MH3heU7g==</latexit><latexit sha1_base64="EF3I4IvLAkNaGogkg5OcUOCCO60=">AAACBnicbVDLSsNAFJ3UV42vqEsRBoulIpREBN0IBTfiqkJf0MQymU7q0MkkzEzUWLpy46+4caGIW7/BnX/jtM1CWw9cOJxzL/fe48eMSmXb30Zubn5hcSm/bK6srq1vWJtbDRklApM6jlgkWj6ShFFO6ooqRlqxICj0GWn6/fOR37wlQtKI11QaEy9EPU4DipHSUsfaLcIUnsG76xq8h4fQh65rFuGDloJSetCxCnbZHgPOEicjBZCh2rG+3G6Ek5BwhRmSsu3YsfIGSCiKGRmabiJJjHAf9UhbU45CIr3B+I0h3NdKFwaR0MUVHKu/JwYolDINfd0ZInUjp72R+J/XTlRw6g0ojxNFOJ4sChIGVQRHmcAuFQQrlmqCsKD6VohvkEBY6eRMHYIz/fIsaRyVHbvsXB0XKpdZHHmwA/ZACTjgBFTABaiCOsDgETyDV/BmPBkvxrvxMWnNGdnMNvgD4/MH3heU7g==</latexit>

In CP: a global constraint 
for each neuron!

Since f is monotone: 
ub(y) changes⬌ ub(z) changes 
lb(y) changes⬌ lb(z) changes



max z(�) = b̂+ ŵf(y) + �T (b+Wx� y)

x 2 [x, x]

y 2 [y, y]
<latexit sha1_base64="Gig5FtA6A3dUCwK6IzLBVM7PEFw=">AAACk3icbVFda9RAFJ3Er7p+rYpPvlxcWrbYLkktVBChqA99ESp0u4WduEwmk+7QySTM3NSNIb/D3+YP8GcITjaLuF0vDJx7zrncy5m4UNJiEPz0/Fu379y9t3W/9+Dho8dP+k+fndu8NFyMea5ycxEzK5TUYowSlbgojGBZrMQkvvrY6pNrYazM9RlWhYgydqllKjlDR836P2jGFvB9SJWbSdguvAcKO0DnDOu4gdcd+tZAOqx227bzfT2DYezayQL2wQmU9nZgAVRqmNJSJ8K0B9WLZg9ofv23izpjtWGs1oxVE836g2AULAs2QbgCA7Kq01n/F01yXmZCI1fM2mkYFBjVzKDkSjQ9WlpRMH7FLsXUQc0yYaN6GWAD245JIM2Nexphyf47UbPM2ipzgWxnDOf2ptaS/9OmJaZvo1rqokShebcoLRVgDu1vQCKN4KgqBxg30t0KfM4M4+j+bG1LqSXapudyCW+msAnOD0bhm9HBl8PB8ckqoS3ykrwiQxKSI3JMTsgpGRNOfnsDb8/b91/47/wP/qfO6nurmedkrfzPfwDr8cWA</latexit>

Neural Networks & CP

An improvement: 2-layers at once via a Lagrangian relaxation

in0

in1

in2

out

f
<latexit sha1_base64="MCAD900+mzTk9ZSr4BDubtsDdcI=">AAAB+3icbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHgJccEzAOSJcxOepMhs7PLzKwQwn6BV/0Cb+LVj/ED/A8nyR5MYkFDUdVNd1eQCK6N6347W9s7u3v7hYPi4dHxyWnp7Lyt41QxbLFYxKobUI2CS2wZbgR2E4U0CgR2gsnj3O88o9I8lk9mmqAf0ZHkIWfUWKkZDkplt+IuQDaJl5My5GgMSj/9YczSCKVhgmrd89zE+DOqDGcCs2I/1ZhQNqEj7FkqaYTany0Ozci1VYYkjJUtachC/Tsxo5HW0yiwnRE1Y73uzcX/vF5qwgd/xmWSGpRsuShMBTExmX9NhlwhM2JqCWWK21sJG1NFmbHZrGxJJTc6K9pcvPUUNkm7WvFuK9XmXblWzxMqwCVcwQ14cA81qEMDWsAA4QVe4c3JnHfnw/lctm45+cwFrMD5+gU7kJUQ</latexit>

f
<latexit sha1_base64="MCAD900+mzTk9ZSr4BDubtsDdcI=">AAAB+3icbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHgJccEzAOSJcxOepMhs7PLzKwQwn6BV/0Cb+LVj/ED/A8nyR5MYkFDUdVNd1eQCK6N6347W9s7u3v7hYPi4dHxyWnp7Lyt41QxbLFYxKobUI2CS2wZbgR2E4U0CgR2gsnj3O88o9I8lk9mmqAf0ZHkIWfUWKkZDkplt+IuQDaJl5My5GgMSj/9YczSCKVhgmrd89zE+DOqDGcCs2I/1ZhQNqEj7FkqaYTany0Ozci1VYYkjJUtachC/Tsxo5HW0yiwnRE1Y73uzcX/vF5qwgd/xmWSGpRsuShMBTExmX9NhlwhM2JqCWWK21sJG1NFmbHZrGxJJTc6K9pcvPUUNkm7WvFuK9XmXblWzxMqwCVcwQ14cA81qEMDWsAA4QVe4c3JnHfnw/lctm45+cwFrMD5+gU7kJUQ</latexit>

f
<latexit sha1_base64="MCAD900+mzTk9ZSr4BDubtsDdcI=">AAAB+3icbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHgJccEzAOSJcxOepMhs7PLzKwQwn6BV/0Cb+LVj/ED/A8nyR5MYkFDUdVNd1eQCK6N6347W9s7u3v7hYPi4dHxyWnp7Lyt41QxbLFYxKobUI2CS2wZbgR2E4U0CgR2gsnj3O88o9I8lk9mmqAf0ZHkIWfUWKkZDkplt+IuQDaJl5My5GgMSj/9YczSCKVhgmrd89zE+DOqDGcCs2I/1ZhQNqEj7FkqaYTany0Ozci1VYYkjJUtachC/Tsxo5HW0yiwnRE1Y73uzcX/vF5qwgd/xmWSGpRsuShMBTExmX9NhlwhM2JqCWWK21sJG1NFmbHZrGxJJTc6K9pcvPUUNkm7WvFuK9XmXblWzxMqwCVcwQ14cA81qEMDWsAA4QVe4c3JnHfnw/lctm45+cwFrMD5+gU7kJUQ</latexit>

x-part (linear)
y-part (again separable)

This is separable!

z = b̂+ ŵf(y)

y = Wx+ b
<latexit sha1_base64="QkHGYBEssSuJPFNw+cn1LOVCzGQ=">AAACKXicbZDLSsNAFIYn9V5vVZduBouiiCWpgm4EwU2XFewFmlIm00k7dDIJMydqDHkKH8MncKtP4E7diu/h9LJQ64GBj/+fwznn9yLBNdj2u5WbmZ2bX1hcyi+vrK6tFzY26zqMFWU1GopQNT2imeCS1YCDYM1IMRJ4gjW8weXQb9wwpXkoryGJWDsgPcl9TgkYqVM4usd7+By7fQKpl+HDMd1m2N9PDrDr5pOR38B3xvM6haJdskeFp8GZQBFNqtopfLndkMYBk0AF0brl2BG0U6KAU8GyvBtrFhE6ID3WMihJwHQ7HZ2V4V2jdLEfKvMk4JH6syMlgdZJYNbeDQj09V9vKP7ntWLwz9opl1EMTNLxID8WGEI8zAh3uWIURGKAUMXNrpj2iSIUTJK/psSSg87yJhfnbwrTUC+XnONS+eqkeFGZJLSIttEO2kcOOkUXqIKqqIYoekBP6Bm9WI/Wq/VmfYy/5qxJzxb6VdbnN/6Go2A=</latexit>



Does it work?



Expert-made Model vs EML
True (simulated) core efficiencies, after 60s optimization

Linear Model NN (ind. neurons) + CP



Multiple encodings for Decision Trees in CP
Multiple Embedding Methods

Different embedding methods 
have different properties



Best option for Decision Trees 
GAC-capable encodings for CP 
Simple implications for SMT

Embedding Methods & Solution Techniques

The solution technique 
matters (a lot)!



This is only the beginning



How can We Use EML?

Some potential applications
Optimize over hard-to-model systems: 

E.g. job-to-core assignments, traffic lights, equipment set-points
Use EML to model an optimizer and do hierarchical optimization: 

E.g. high-level budget assignment, then low-level budget assignment

Deal with uncertainty: 
E.g. Learn probability distributions 
E.g. a chance constraint as a classifier

ML specific tasks: 
E.g. Verification, counter-examples 
E.g. Explanation



In theory we can optimize the world, but…

“In theory there is no difference 
between theory and practice. 

In practice, there is”
(A wise person)



Size Does Matter

We have a scalability problem:
Large ML models are expensive to process 

Neural Networks with tens of layers 
Decision Tree ensembles with 100s of trees

Weaker reasoning



Size Does Matter

Consider a MILP encoding for Neural Networks

y10
<latexit sha1_base64="iu0+IZy4uwpRbUPyoMOZB8BsVl8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbFU0lE0GPBi8cKpi20sWy203bpZhN2N0II/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+O6W19Y3NrfJ2ZWd3b/+genjU0nGqGPosFrHqhFSj4BJ9w43ATqKQRqHAdji5nfntJ1Sax/LBZAkGER1JPuSMGiv52aPXd/vVmlt35yCrxCtIDQo0+9Wv3iBmaYTSMEG17npuYoKcKsOZwGmll2pMKJvQEXYtlTRCHeTzY6fkzCoDMoyVLWnIXP09kdNI6ywKbWdEzVgvezPxP6+bmuFNkHOZpAYlWywapoKYmMw+JwOukBmRWUKZ4vZWwsZUUWZsPhUbgrf88ippXdY9t+7dX9Ua50UcZTiBU7gAD66hAXfQBB8YcHiGV3hzpPPivDsfi9aSU8wcwx84nz8oUY4n</latexit><latexit sha1_base64="iu0+IZy4uwpRbUPyoMOZB8BsVl8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbFU0lE0GPBi8cKpi20sWy203bpZhN2N0II/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+O6W19Y3NrfJ2ZWd3b/+genjU0nGqGPosFrHqhFSj4BJ9w43ATqKQRqHAdji5nfntJ1Sax/LBZAkGER1JPuSMGiv52aPXd/vVmlt35yCrxCtIDQo0+9Wv3iBmaYTSMEG17npuYoKcKsOZwGmll2pMKJvQEXYtlTRCHeTzY6fkzCoDMoyVLWnIXP09kdNI6ywKbWdEzVgvezPxP6+bmuFNkHOZpAYlWywapoKYmMw+JwOukBmRWUKZ4vZWwsZUUWZsPhUbgrf88ippXdY9t+7dX9Ua50UcZTiBU7gAD66hAXfQBB8YcHiGV3hzpPPivDsfi9aSU8wcwx84nz8oUY4n</latexit><latexit sha1_base64="iu0+IZy4uwpRbUPyoMOZB8BsVl8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbFU0lE0GPBi8cKpi20sWy203bpZhN2N0II/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+O6W19Y3NrfJ2ZWd3b/+genjU0nGqGPosFrHqhFSj4BJ9w43ATqKQRqHAdji5nfntJ1Sax/LBZAkGER1JPuSMGiv52aPXd/vVmlt35yCrxCtIDQo0+9Wv3iBmaYTSMEG17npuYoKcKsOZwGmll2pMKJvQEXYtlTRCHeTzY6fkzCoDMoyVLWnIXP09kdNI6ywKbWdEzVgvezPxP6+bmuFNkHOZpAYlWywapoKYmMw+JwOukBmRWUKZ4vZWwsZUUWZsPhUbgrf88ippXdY9t+7dX9Ua50UcZTiBU7gAD66hAXfQBB8YcHiGV3hzpPPivDsfi9aSU8wcwx84nz8oUY4n</latexit><latexit sha1_base64="iu0+IZy4uwpRbUPyoMOZB8BsVl8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbFU0lE0GPBi8cKpi20sWy203bpZhN2N0II/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+O6W19Y3NrfJ2ZWd3b/+genjU0nGqGPosFrHqhFSj4BJ9w43ATqKQRqHAdji5nfntJ1Sax/LBZAkGER1JPuSMGiv52aPXd/vVmlt35yCrxCtIDQo0+9Wv3iBmaYTSMEG17npuYoKcKsOZwGmll2pMKJvQEXYtlTRCHeTzY6fkzCoDMoyVLWnIXP09kdNI6ywKbWdEzVgvezPxP6+bmuFNkHOZpAYlWywapoKYmMw+JwOukBmRWUKZ4vZWwsZUUWZsPhUbgrf88ippXdY9t+7dX9Ua50UcZTiBU7gAD66hAXfQBB8YcHiGV3hzpPPivDsfi9aSU8wcwx84nz8oUY4n</latexit>

x1
0

<latexit sha1_base64="390LqsAjtJrxDAxAwdEwUt5FqMs=">AAAB7HicbVBNS8NAEJ34WetX1aOXxaJ4KokIeix48VjBtIU2ls120i7dbMLuRiyhv8GLB0W8+oO8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw2dZIphj5LRKLaIdUouETfcCOwnSqkcSiwFY5upn7rEZXmibw34xSDmA4kjzijxkr+04PXc3uVqltzZyDLxCtIFQo0epWvbj9hWYzSMEG17nhuaoKcKsOZwEm5m2lMKRvRAXYslTRGHeSzYyfk1Cp9EiXKljRkpv6eyGms9TgObWdMzVAvelPxP6+Tmeg6yLlMM4OSzRdFmSAmIdPPSZ8rZEaMLaFMcXsrYUOqKDM2n7INwVt8eZk0L2qeW/PuLqv1syKOEhzDCZyDB1dQh1togA8MODzDK7w50nlx3p2PeeuKU8wcwR84nz8myY4m</latexit><latexit sha1_base64="390LqsAjtJrxDAxAwdEwUt5FqMs=">AAAB7HicbVBNS8NAEJ34WetX1aOXxaJ4KokIeix48VjBtIU2ls120i7dbMLuRiyhv8GLB0W8+oO8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw2dZIphj5LRKLaIdUouETfcCOwnSqkcSiwFY5upn7rEZXmibw34xSDmA4kjzijxkr+04PXc3uVqltzZyDLxCtIFQo0epWvbj9hWYzSMEG17nhuaoKcKsOZwEm5m2lMKRvRAXYslTRGHeSzYyfk1Cp9EiXKljRkpv6eyGms9TgObWdMzVAvelPxP6+Tmeg6yLlMM4OSzRdFmSAmIdPPSZ8rZEaMLaFMcXsrYUOqKDM2n7INwVt8eZk0L2qeW/PuLqv1syKOEhzDCZyDB1dQh1togA8MODzDK7w50nlx3p2PeeuKU8wcwR84nz8myY4m</latexit><latexit sha1_base64="390LqsAjtJrxDAxAwdEwUt5FqMs=">AAAB7HicbVBNS8NAEJ34WetX1aOXxaJ4KokIeix48VjBtIU2ls120i7dbMLuRiyhv8GLB0W8+oO8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw2dZIphj5LRKLaIdUouETfcCOwnSqkcSiwFY5upn7rEZXmibw34xSDmA4kjzijxkr+04PXc3uVqltzZyDLxCtIFQo0epWvbj9hWYzSMEG17nhuaoKcKsOZwEm5m2lMKRvRAXYslTRGHeSzYyfk1Cp9EiXKljRkpv6eyGms9TgObWdMzVAvelPxP6+Tmeg6yLlMM4OSzRdFmSAmIdPPSZ8rZEaMLaFMcXsrYUOqKDM2n7INwVt8eZk0L2qeW/PuLqv1syKOEhzDCZyDB1dQh1togA8MODzDK7w50nlx3p2PeeuKU8wcwR84nz8myY4m</latexit><latexit sha1_base64="390LqsAjtJrxDAxAwdEwUt5FqMs=">AAAB7HicbVBNS8NAEJ34WetX1aOXxaJ4KokIeix48VjBtIU2ls120i7dbMLuRiyhv8GLB0W8+oO8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw2dZIphj5LRKLaIdUouETfcCOwnSqkcSiwFY5upn7rEZXmibw34xSDmA4kjzijxkr+04PXc3uVqltzZyDLxCtIFQo0epWvbj9hWYzSMEG17nhuaoKcKsOZwEm5m2lMKRvRAXYslTRGHeSzYyfk1Cp9EiXKljRkpv6eyGms9TgObWdMzVAvelPxP6+Tmeg6yLlMM4OSzRdFmSAmIdPPSZ8rZEaMLaFMcXsrYUOqKDM2n7INwVt8eZk0L2qeW/PuLqv1syKOEhzDCZyDB1dQh1togA8MODzDK7w50nlx3p2PeeuKU8wcwR84nz8myY4m</latexit>

y10
<latexit sha1_base64="d97JpqogP7U0c3KRT5+jdN6MAZo=">AAAB+XicbVDLSgMxFL3js9bXqEs3waK4KjMi6LLgxmUF+4B2HDJp2oZmkiHJFIahf+LGhSJu/RN3/o2ZdhbaeiBwOOce7s2JEs608bxvZ219Y3Nru7JT3d3bPzh0j47bWqaK0BaRXKpuhDXlTNCWYYbTbqIojiNOO9HkrvA7U6o0k+LRZAkNYjwSbMgINlYKXbcvrV2k82wWek9+6Na8ujcHWiV+SWpQohm6X/2BJGlMhSEca93zvcQEOVaGEU5n1X6qaYLJBI9oz1KBY6qDfH75DJ1bZYCGUtknDJqrvxM5jrXO4shOxtiM9bJXiP95vdQMb4OciSQ1VJDFomHKkZGoqAENmKLE8MwSTBSztyIyxgoTY8uq2hL85S+vkvZV3ffq/sN1rXFR1lGBUziDS/DhBhpwD01oAYEpPMMrvDm58+K8Ox+L0TWnzJzAHzifP4yfk34=</latexit><latexit sha1_base64="d97JpqogP7U0c3KRT5+jdN6MAZo=">AAAB+XicbVDLSgMxFL3js9bXqEs3waK4KjMi6LLgxmUF+4B2HDJp2oZmkiHJFIahf+LGhSJu/RN3/o2ZdhbaeiBwOOce7s2JEs608bxvZ219Y3Nru7JT3d3bPzh0j47bWqaK0BaRXKpuhDXlTNCWYYbTbqIojiNOO9HkrvA7U6o0k+LRZAkNYjwSbMgINlYKXbcvrV2k82wWek9+6Na8ujcHWiV+SWpQohm6X/2BJGlMhSEca93zvcQEOVaGEU5n1X6qaYLJBI9oz1KBY6qDfH75DJ1bZYCGUtknDJqrvxM5jrXO4shOxtiM9bJXiP95vdQMb4OciSQ1VJDFomHKkZGoqAENmKLE8MwSTBSztyIyxgoTY8uq2hL85S+vkvZV3ffq/sN1rXFR1lGBUziDS/DhBhpwD01oAYEpPMMrvDm58+K8Ox+L0TWnzJzAHzifP4yfk34=</latexit><latexit sha1_base64="d97JpqogP7U0c3KRT5+jdN6MAZo=">AAAB+XicbVDLSgMxFL3js9bXqEs3waK4KjMi6LLgxmUF+4B2HDJp2oZmkiHJFIahf+LGhSJu/RN3/o2ZdhbaeiBwOOce7s2JEs608bxvZ219Y3Nru7JT3d3bPzh0j47bWqaK0BaRXKpuhDXlTNCWYYbTbqIojiNOO9HkrvA7U6o0k+LRZAkNYjwSbMgINlYKXbcvrV2k82wWek9+6Na8ujcHWiV+SWpQohm6X/2BJGlMhSEca93zvcQEOVaGEU5n1X6qaYLJBI9oz1KBY6qDfH75DJ1bZYCGUtknDJqrvxM5jrXO4shOxtiM9bJXiP95vdQMb4OciSQ1VJDFomHKkZGoqAENmKLE8MwSTBSztyIyxgoTY8uq2hL85S+vkvZV3ffq/sN1rXFR1lGBUziDS/DhBhpwD01oAYEpPMMrvDm58+K8Ox+L0TWnzJzAHzifP4yfk34=</latexit><latexit sha1_base64="d97JpqogP7U0c3KRT5+jdN6MAZo=">AAAB+XicbVDLSgMxFL3js9bXqEs3waK4KjMi6LLgxmUF+4B2HDJp2oZmkiHJFIahf+LGhSJu/RN3/o2ZdhbaeiBwOOce7s2JEs608bxvZ219Y3Nru7JT3d3bPzh0j47bWqaK0BaRXKpuhDXlTNCWYYbTbqIojiNOO9HkrvA7U6o0k+LRZAkNYjwSbMgINlYKXbcvrV2k82wWek9+6Na8ujcHWiV+SWpQohm6X/2BJGlMhSEca93zvcQEOVaGEU5n1X6qaYLJBI9oz1KBY6qDfH75DJ1bZYCGUtknDJqrvxM5jrXO4shOxtiM9bJXiP95vdQMb4OciSQ1VJDFomHKkZGoqAENmKLE8MwSTBSztyIyxgoTY8uq2hL85S+vkvZV3ffq/sN1rXFR1lGBUziDS/DhBhpwD01oAYEpPMMrvDm58+K8Ox+L0TWnzJzAHzifP4yfk34=</latexit>
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<latexit sha1_base64="koMR08k9YFMVqFEdF57OgmGd+Jc=">AAAB+nicbVDLSsNAFL3xWesr1aWbwaK4KokIuiy4cVnBPqCtYTKZtEMnkzAzUULsp7hxoYhbv8Sdf+OkzUJbDwwczrmHe+f4CWdKO863tbK6tr6xWdmqbu/s7u3btYOOilNJaJvEPJY9HyvKmaBtzTSnvURSHPmcdv3JdeF3H6hULBZ3OkvoMMIjwUJGsDaSZ9cGqQioLOJ5NvWce9ez607DmQEtE7ckdSjR8uyvQRCTNKJCE46V6rtOooc5lpoRTqfVQapogskEj2jfUIEjqob57PQpOjFKgMJYmic0mqm/EzmOlMoi30xGWI/VoleI/3n9VIdXw5yJJNVUkPmiMOVIx6joAQVMUqJ5ZggmkplbERljiYk2bVVNCe7il5dJ57zhOg339qLePC3rqMARHMMZuHAJTbiBFrSBwCM8wyu8WU/Wi/VufcxHV6wycwh/YH3+AEyWk+o=</latexit><latexit sha1_base64="koMR08k9YFMVqFEdF57OgmGd+Jc=">AAAB+nicbVDLSsNAFL3xWesr1aWbwaK4KokIuiy4cVnBPqCtYTKZtEMnkzAzUULsp7hxoYhbv8Sdf+OkzUJbDwwczrmHe+f4CWdKO863tbK6tr6xWdmqbu/s7u3btYOOilNJaJvEPJY9HyvKmaBtzTSnvURSHPmcdv3JdeF3H6hULBZ3OkvoMMIjwUJGsDaSZ9cGqQioLOJ5NvWce9ez607DmQEtE7ckdSjR8uyvQRCTNKJCE46V6rtOooc5lpoRTqfVQapogskEj2jfUIEjqob57PQpOjFKgMJYmic0mqm/EzmOlMoi30xGWI/VoleI/3n9VIdXw5yJJNVUkPmiMOVIx6joAQVMUqJ5ZggmkplbERljiYk2bVVNCe7il5dJ57zhOg339qLePC3rqMARHMMZuHAJTbiBFrSBwCM8wyu8WU/Wi/VufcxHV6wycwh/YH3+AEyWk+o=</latexit><latexit sha1_base64="koMR08k9YFMVqFEdF57OgmGd+Jc=">AAAB+nicbVDLSsNAFL3xWesr1aWbwaK4KokIuiy4cVnBPqCtYTKZtEMnkzAzUULsp7hxoYhbv8Sdf+OkzUJbDwwczrmHe+f4CWdKO863tbK6tr6xWdmqbu/s7u3btYOOilNJaJvEPJY9HyvKmaBtzTSnvURSHPmcdv3JdeF3H6hULBZ3OkvoMMIjwUJGsDaSZ9cGqQioLOJ5NvWce9ez607DmQEtE7ckdSjR8uyvQRCTNKJCE46V6rtOooc5lpoRTqfVQapogskEj2jfUIEjqob57PQpOjFKgMJYmic0mqm/EzmOlMoi30xGWI/VoleI/3n9VIdXw5yJJNVUkPmiMOVIx6joAQVMUqJ5ZggmkplbERljiYk2bVVNCe7il5dJ57zhOg339qLePC3rqMARHMMZuHAJTbiBFrSBwCM8wyu8WU/Wi/VufcxHV6wycwh/YH3+AEyWk+o=</latexit><latexit sha1_base64="koMR08k9YFMVqFEdF57OgmGd+Jc=">AAAB+nicbVDLSsNAFL3xWesr1aWbwaK4KokIuiy4cVnBPqCtYTKZtEMnkzAzUULsp7hxoYhbv8Sdf+OkzUJbDwwczrmHe+f4CWdKO863tbK6tr6xWdmqbu/s7u3btYOOilNJaJvEPJY9HyvKmaBtzTSnvURSHPmcdv3JdeF3H6hULBZ3OkvoMMIjwUJGsDaSZ9cGqQioLOJ5NvWce9ez607DmQEtE7ckdSjR8uyvQRCTNKJCE46V6rtOooc5lpoRTqfVQapogskEj2jfUIEjqob57PQpOjFKgMJYmic0mqm/EzmOlMoi30xGWI/VoleI/3n9VIdXw5yJJNVUkPmiMOVIx6joAQVMUqJ5ZggmkplbERljiYk2bVVNCe7il5dJ57zhOg339qLePC3rqMARHMMZuHAJTbiBFrSBwCM8wyu8WU/Wi/VufcxHV6wycwh/YH3+AEyWk+o=</latexit>True ReLU LP Relaxation

Poor bounds = poor relaxation 
Good bounds = expensive pre-processing



Size Does Matter

Some experimental data:

Bound tightening helps 
(but just a bit…)



Size Does Matter

We have a scalability problem:
Large ML models are expensive to process 

Neural Networks with tens of layers 
Decision Tree ensembles with 100s of trees

Weaker reasoning 
E.g. bound degradation 
Overly complex conflicts/explanations

Increasing dataset size 
E.g. many inputs ➜ many examples to learn something useful

There are the usual solutions, 
but also something more interesting



Subtle Implications of Approximate Models

With most real world problems, this is our situation:

System Model

data expert

What kind of data? 
Simple parameters (e.g. costs, travel times) 
Observed values & predictions (e.g. weather & tourists) 
Decidable values & outputs (e.g. traffic lights & traffic)



Subtle Implications of Approximate Models

With most real world problems, this is our situation:

System Model

data expert

Approximation leads to a couple of problems 
Estimation errors may mislead the solver! 
The solver may find the weak spots of the ML model!

Conventional models are not immune!



Subtle Implications of Approximate Models

With most real world problems, this is our situation:

System Model

Solution

data expert

We often strive to get accurate models

But we actually care 
about solutions!



Subtle Implications of Approximate Models

An example from the literature (Smart “Predict, then Optimize”)

s

t

x is observed 
d1, d2 are predicted

d1 d2

A wrong model may give a better solution



“All models are wrong, 
but some are useful.”

(George Box)



All Models Are Wrong, but Some are Useful

This is what we usually do:

System Model

Solution

data expert



All Models Are Wrong, but Some are Useful

…But can we search for the right sort of wrong model?

System Model

Solution

data expert



All Models Are Wrong, but Some are Useful

System Model

Solution

data expert

This “wrong" model 
Only cares about the results 
Only care about the feasible region

…But can we search for the right sort of wrong model?

It could be simpler and yield better solutions!



There Are Related Approaches
A bunch of them, in fact: 

Black-box optimization (with surrogate models) 
System identification 
Local search/GAs + actual simulation 
Machine Learning model verification 
Smart “Predict, then Optimize”…

http://emlopt.github.io

We made a survey (to be updated soon)!

A reference web site for all EML-related stuff 
Survey, a (crude) library 
And a decent tutorial with on “epidemic control” :-)

http://emlopt.github.io




If you like these topics…
…Do your best to attend these invited talks!

Integrating Machine Learning 
and Discrete Optimization 
Bistra Dilkina  
Thursday, Otc 3

Verification and Explanation 
of Deep Neural Networks 

Nina Narodytska 
Friday, Otc 4



www.unibo.it

http://emlopt.github.io

That’s all! 
Got questions?  

(I certainly do)

http://emlopt.github.io

